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01fforence III Difference 

Introduction 

Thmgs that don t work 

• Before vs. After comparisons 

• Comparesindividual•/ wmmunit iesbeforeandafterprogram 

\ sutdoesnotcontrolfortime trends ] 

• Treated vs. Untreated comparisons 

• Compares treated to those untreated 

• Butdoe,not controjforselection~whydidn"tuntreatedgettreated? 

Two wrongs make a right (sometimes) 

• Difference-in-Differencescombinest~ n 1~ 

I ~ "'" "<""""'='J ~ 

• Basic idea: obf.ervethe(self-se lected)treatmentgroupanda(self-selected) 

comparisongroupbeforeandafter theprogram 

Two wrongs make a right (sometm1es) 

• Intuit ively 

. v;::,"'" _-Y';:'"'~ 
• v;:;-- - v;:"__, = t ime trend 

• JDD =treatment effect 



Two wrongs make a ri ght 

• lntuit ively ll 

• v;::::"' -v:;;-={ueatment e~Eection bi~ 
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The simple 2x2 

Thes1mple2 2 

• Intuit ively, diff-in-diffe5timation is just comparison of4 cell-level means 

• Only one cel l is treated: TreatmentxPost V wl~ f {j.;} 
t<&M:,-- 0 e,F&cto 

"'[:;>C--t.-- 'r04-'r-A--ro-e....,fo 

Difference m Differences estimation 

• LetJdenote thetrueimpactoftheprogram 

- i;'\ E[Y,.[T,~1,,~,] - E[Yo,I T,~L~ ,.A.,£ 
l7 -- - -- ~ 

• Assompfoo bdo~oo<depeodoo<h,,;m,pe,;od (,J~,;;; ,h,~ 

Difference m D1ffercncesest11nat1on 

The assumption under lying d ifference- in-difference est imation boils down to 

Difference rn D1fferencesest1matmn 

lntheabsenceof theprogr.im, individu.il i'soutcome.ittimetisgiven by 

T hus 

E[Y;':"I"'"'°"] 

-, E[Y~;"'M'..,.., ] 

E[Y,:;!""'] 

E[v,::;'..i] 

E[ Y;I T; =0. t = r] =J: +;.. 

E[YmlTj = 0, t =pre)= IE[;;I T; = 0] + E[>-r lt = pre] 

E[ Yml T; = 0, t = post] ~ -4}:µ rl t = post I] 
~~ IT;= 1, t =pre)= IE[;;I T; = l] +E[>-rlt = pre] 

~ Tj = l,r ~ ~ ~ I + ~ 
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DD m a Regression Framework 

• Post; isan indicator equal to 1 ift = 2 

@ sthecoeflicientofinterest(thetreatmenteffect) 

• o =~~ = '3t ~ J'~'t:m mean in comparison group 

• 8• El,;IT; • IJ - Eb,f, • OJ, ~l~<ioa bla~ 
1 "A,-,,<m,,,.,d ~ 

DD m a Regression Framework 

• Another option is to use Two-Way Fixzj Effects (TWFE) 

• Wl<h m~e,hao = P";'.'.o'.~ ::::: mma~s<a<is<lcal _, 

L--v lSt.:~J 
• r/; unit fixed effects (replaces the Post, dummy) 

• 11, time fixed effects( replacesthe T; dummy) 

DD m a Regression Framework 

DD m a Regression Framework 

DD m a Regression Framework 

Eventstudyframeworkincludesdummiesforeach post-treatment period 

Y, ,, =n+,r,+v, ~+&2,., ~ ., + ... + ~,., 

Whentreatmentintensityisacontinuousvariable: 

"' . 
Y;,, = o + /3 /ntens;ry, + ( Post, + J (lniensiry, • Pos!,) + <';,, 
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Seguro Popular 

TheTrade·OllsofWelfa rePolicies 
inlabo<Marketswithlnforma lJobs 

The Case of the "&eguro Popular' Program in Mexico1 

Segura Popular 

• Mexico'5 current social protection 5y5tem wa5 born in 1943. 

• Formal Sector workers and thei,familiesarepartofthesocial p,otl'Ctionsystem 
(IMSS/ ISSSTE) 

• By 2000, the inequa li ties in this s~tem were apparent . 

• Nearly 50 % of the Mexic3n population(~ 47 million) was uninsured 

• Wor ld Health Organization ranked Mexico 144/ 191 infairnessofhealthcare 

• The Mexican Min istry of Health estimated that 10 to 20% of the population, 

5ufferedcatastroph icand impoverish inghealthcareexpenseseveryyear 

Scguro popular 

• The Sistema de Protecci6n Socia l en Salud, System for Social Protection in 

Health (SPS) , was designed in the ear ly2000s toaddresssomeofthese issues 

• A key component of this reform was the Seguro Popular program 

• Pas5edintolawin2004asamodificationoftheexisting~nera1Healthlaw,the 
p,ogramactually began with a pilot pl,a..,in 5states in 2002 

• Statesandmunicipal it iesofferedvirtua ll yfreehealthinsurancetoinformal 

workers altering the incent ive5 forworker5 and firms to operate in the 

forma l/ registered economy 

ldcnt1f1cat1on strategy 

• Take ad vantage of the staggered implement.ition of the program across 

municipal ities 

Seguro Popular 

• DatafromthelnstitutoMexicanodeSeguroSocial (IMSS}recordsforthe entire 

universeofmunicipaliticsinMexicofrom2000to2009 

• Merge with the administrative records of Segura Popular by municipality 

Difference m Difference 

Introduction 

The simple 2 x 2 

Regression Framework 

Working example 

Defending the Common Trends Assumpt ion 

Diff-in-Oiff in a Panel Data Framework 

Standard errors 

D1fforence m D1fforence 



'I 

{i;;nding the Common Trends AssumptioJ 

The Common Trends Assumption 

• The key .issumption for .iny DD str.itegy is 01.it the ou tcome in tre;;itment .ind 

control group would follow the same time trend in the absence of the treatment 

• Thisdoesn ' tmeanthattheyhaveto havethesa.,_._,oftheoutcome 

• Alterna t ively, the assumptions underlying diff-in-diff est imation: ff 
--1). Selectionbiasrelatestofixedcharacteristicsof ind ividuals ®--T'J',,,j 

~ · Time trend(.\, ) same for trea t ment and control groupS ~ 7~~ 

• These assumpt ions cannot be tested directly - we have to trust! 

• Aswithany identificationstrategy, itis importanttoth inkc;;irefullyaboutwhetherit 
checksoutboth intui tive lyandeconomet ric.-l ly 

Losing parallel trends 

• If para ll el trends doesn't hold, then ATT is not identified 

• But, regardless of whether ATT is identified , OLS always est imates the same thing 

• OLS uses the slope of the control group to estimate the DD parameter, which is 

only unbiased ifthatslope isthecorrectcounterfactualforthetreatment 

Parallel leads not trends 

• Paralleltrendscannotbedirectlyverifiedbecausetechnicallyoneoftheparallel 

trendsisanunobservedcounterfactual 

But one often will check us ing pre-treatment data to show that the trends had 

beenthesamepriortotreatment 

• But.even if~ meonestillhastoworryabout otherp-0lic ies 

changingatthesametime{omittedvariablebias) 

The Common Trends Assumption 

;I ---/ 
!- ~ ~ . l· ~ 

------
l'-- - - -J 

;~ ./1 I· 
I, 

------
l'-- - · --J 

Sometimes. the common trends assumpt ion is clearly OK 

The Common Trends Assumption 

,i[-~-~--1 
r=.=::--::::--~ 

Other times, the common trends assumption is fairly clearly violated 

The Common Trends Assumption 

Or is it? DD is robust to transformations of the outcome variable 

Defending the Common Trends Assumption 



l. ·-·. J _,_ - ---

Common Trends Assumption 

Three approaches: 

~ compellieggcaph l . d 
C dttestinpaneldata l2- ~ testor , analog-ously,a irec 

3 Controlling for t ime trends directly 

. • Drawback: ident ificatio n comes from functK>na l form assumpt,on 

he Common Trends Assumption 

T hr('(!approaches: 

l. A compelling graph 

2. A fa lsificat ion test or , analogously, a direct test in panel data 

3. Controlling for t ime trends directly 

D back· ident ificatio n comes from functK>na l form assumpt,on 

• raw . oachcs a re possible with two pe riods of data None of these appr 

pp D Porn 

·:·1·--"'r':"~'.-'';:1:;:::·,:;:,;:(:~,:~" 
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:~.r---~ 
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5oorce Naritomi(2015) 

re rcss1on 

h DD model is an easy way to ana lyze pre-tre;itment trends 
• Inc luding leads into! e r the treatment effect changeso~er t ime 
• Lags can. be included to analyze whethe t r CII ., i 

afterass,gnment ' \;ti 
1
.,l 

• The estimated regress ion would be· 0 
j':).(7\ e D + I; o,D"+,., +e., I 

Y;,. \:i;f\~l ~?:¥1/ ~ ~:! - tCoJrtUJv 
-i. 

..... 

• Treatment occurs in year O 

• lncludesqleadsorant icipatoryeffects 

• lncludesmleadsorposttreatment effects 

ii&ii&I 
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Example: mu nicipalitiesintroducedSeguroPopular.it di fferent t imes 

Fixed Effects Estnnatcs of 1 

Fixed Effects Estm1ates of 1 

Y it = a; +"ft+ f3°0 D it + Eti 

/ I/ 
unitfixedeffects t imelixedeffects t rea tment dummy 

Fixed Effects Estnnatcs of 1 

Y;t = n; + / r /3°0 ,r + Eri 

unitfixedeffects t ime lixedeffects t reatment dummy 

Fixed Effects Estm1ates of 1 

Frisch-Waugh{l933): Two-wayfixedeffects regressioniseq uivalenttounivaria te 

reg ression: @@,6J 
where 

Y,, = Y,,-Y;-(Y, 10 
- • - D 

aod 

b,, ~ D;, - D; - (o, - b) 

Fixed Effects Estnnatcs of 1 

Frisch-Waugh(1933): Two-wayfixedeffects regressionis eq uivalenttounivaria te 

regression 

where 

'"' 

Y;, = 6;,+(,; 

Y;, ~ Y;, - Y; - ( Y, - Y) 

D;, ~ o,, -b, - (o,-b) 
Whichiscool.butdoesn'treallytelluswhattheestimandis 

Decompos1tmn mto Tm1mg Groups 

Goodm,o-Bacoo (2019i p,o,I wl<h :~~,ea<m,)Et,~,:\, d~omposed 
into timing groups reflecting observed onset of t reatment 



Decompos1t1on mto T,mmg Groups 

Example: with three timing groups (one of which is never treated). we can construct 

three timing windows (pre, middle, post or t = 1,2,3) 

Dccompos1t1on mto Standard 2 x 2 DDs 

We know the DD estimate of the treatment effect for each t iming group 

$ff = ( v;osT - Y[OST) - ( Y;r'E - YfRE) 
= (Y~=2,3 _ y~=2,J)- (Y~=1 _ Yy~- 1) 

Dccompos1t1on mto Standard 2 x 2 DDs 

We know the DD es· te of the treatment effect for each t iming group 

sgo - ( v:osT - y_rosT) - ( v:l?f; - Y;r'E) 

= ( YJ=l _ y~=l) _ ( YJ=2 _ Yr~-2) 

DD Decompos1t1on Theorem (aka Dl Theorem) 

Theorem 
Consideradatasetcomprising ~ orderedbythetimeatwhichtheyfirst 

receive treatment and a maximum of one never-treated group, U. The OLS estimate 

from a MO-way fixed effect5 regressjon j5 · 

ffi~ = L~ Ll\~.© si'~ •7"y~~~ ~ 

In other words, the DD est imate from a two-way fixed effects regress ion is a we igh ted 

aver.ige of the (well-understood) 2 x 2 OD est imates 

DD Dccompos1t1on Theorem (aka D3 Theorem) 

Weights depend on sample size, vari.ince of treatment within each DD 

••u = [(n• ~;uf ] nw(l - n:
6
0,(i - D,} 

v ... ,u 

- [ (l•.+•,)(t-D;))' ] I_ i("'-=2L) (1-0,) 
Si,; - QO "•; I n., 1 - D; ~ 

where n• is the proportion of the sample in group k, n,; = n• f (n• + n;). and D, is the 

fraction of sample periods in which k is treated 

DD Decompos1t1on Theorem (aka Dl Theorem) 

Weights depend on sample size, variance of treatment within each OD: 

[(•,+"")'] 8 sw = ~ nw (1 - nw J:04 
v,;~ 

- [ (l•.+•,)(t - D;))'] I i("'-=2L) (1 -0,) 
s,;- V l"i n,; 1 - ni; t - D; i-=-o; 

where "• is the proportion of the sample in group k, "Iv= n, / (n, + n;). and .,il 
the fraction of sample periods in which k is treated 



lmphcatmns of the D l Theorem 

l . When treatmenteffes;l§ate bpmogeneous. e the AT E~~ 

2. When treatment effects are heterogeneous across units (not time) , fj DD is a 

variance-weightedtreatment effectthatisnotthe ~ (as~ alwi thOLS) "PA et,.. A7T 
~ Weights on timinggrnups aresumsof sw , s;; terms '-""'17'fA1-1~ 

3. When treatment effects chan e over tim 1° s biased :\. 

=- Changes in tru tme nt effect bias DD coeflic ien 11 ~ lAJ~ 
=a- Event study. stacked DD more appropriate 

lmphcat1ons of the D 3 Theorem 

DD in a potential outcomes framev,,;,r k assuming common t rends· 

Y;, = { Yo_;, if D;, = 0 

Yo_;, +fi,, if D;, = l 

lmphcat1ons of the D 3 Theorem 

DD in a potential ou tcomes framev,,;,r k assuming common t rends 

Y;, = { Yo_;, if D;, = 0 

Yo_;, +fi,, if D;, = l 

$pg and ffi fD (where k < j) are familiar. but ffiff is different: 

We1ghtsd1scuss1on 

• Think abou t what causes the trea tment variance to be as big as possible. let"s 
think about thes1w weights. 

l. 75=0.l. ThenO.l x 0.9=0.09 

2. 75=0.4. Then0.4 x 0.6=0.24 

3. D = 0.5. Then0.5x0.5 = 0.25 

• What' s this mean? The weight on treatment variance is ma~imized for grouP5 

treated in middle of the panel 

More weights d1scuss1on 

• But what about the '"treated on treated" weights? What's this 751; - 751 business 

about? 

• We ll , same principle as before when the diffe rence between t reatment variance is 

close to 0.5, those 2x 2s are given the greatest weight 

• For instance, say 1; = 0.15 and ti =0.67. Then 01; - D1 = 0.52. And thus 

0.52x0.48 = 0.2496 

TWFE .ind centr.iht1cs 

• Groups in the middle of the panel weight upthe irrespective2x2svia the var iance 

weight ing 

• But when looking at treated to treated comparisons, when d ifferences in t iming 

have a spacing of around 1/ 2. those also weight up the respective 2s2s via 

variance weight ing 

• But there"s no theoretical reason why should prefer this as it's just a weighting 

procedure being determined by how we d rew the panel 

• This isthefirstthingaboutTWFEthatshouldgiveuspau!oe, asnotall 

estimators do this 
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Difference m Difference 

Standard error<; 

Standard errors 1n DD strategies 

• Many paper using DD strategies use data from many years not just l pre and l 

p0stperiod 

• Thevariablesofinterestin manyofthesesetupson lyvaryatagrouplevel(s;,ya 

statelevel)andoutcomevariablesareoftenseriall ycorrelated 

• As Bertrand, Dufloand Mulla inathan (2004} point out, convent ional standard 

errors often severely understate the standard deviation oftheestimators

standard errors are biased downward (i.e .. too small, over reject) 

Standard errors m DD - practical solutions 

• Bertrand, Duf lo and Mullainathan propose the fo ll owing solutions: 

C: Block bootwapping standard ~rrorJ if )'.>U analyze state-; the block should be the 
state-; and )'.>U would sample whole states with rep lacement for bootstrapping) 

3. Aggregatingthedat.atthe g,oup level 

DD Robustness 

• Very common for readers and others to request a var iety of "robustness checks" 

from a DD design 

• Think of these as<1 longthes;,me lines as the leads and lags we already discussed 

• Eventstudy(alreadydiscussed) 

• Fal~ficationte-;tusingdataforalternativecontrolgroup --------------• Fal~fication te-;tusingalternative "placebo" outcome that should not be affected by 

Takeaways 

l. Stack the 2x 2 DDsto<1ssescommon trends(visually) 

=>- Trends should look similar before and after treatment 
=>- Trutmenteffectshouldbeale~l shift,noatrendbreak 
=>- How much weight is placed on problematic timing groups? 

2. Plot the relationship between the 2 x 2 DD est imates. weights 

=>- No heterogeneity? No problems! 
=0- Heterogeneityacrossunitsisanobjectofinterest 

Conclud111g remarks on DD 

• Chances 3re you 3re going to write more papers us ing DD than <1ny other design 

• ~ dman-B<1con (2018l, 2019) is worth your time so that you know what you are 
est,mat ,ng 


